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Outline

Previous Work (ISIT2015)
We presented a parallel encoding algorithm for LDPC codes
m The processing time of encoding depends on parallel degree K

m Maximum parallel degree K. depends on parity check matrix H

Aim of Research

Analyze the processing time of this encoding algorithm
= Analyze the parallel degree K.« of this encoding algorithm

Main result of this work (1)

The parallel degree K ax depends on the minimum cutsize in balanced
K-way partition for hypergraph representation of H

However, balanced hypergraph partitioning problem is NP-hard...
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Outline (2)

Solution: We take coding theoretic approach
(Similar technique to derive minimum distance for the LDPC ensemble)

considering a random hypergraph ensemble

deriving the ensemble average of cutsize distribution (balanced
partitions with a given cutsize)

analyzing the growth rate for the cutsize distribution
clarifying the typical minimum cutsize for the hypergraph ensemble

Main result of this work (2)

Deriving the typical minimum cutsize of balanced bipartitions (K = 2) for
random hypergraph ensemble defined from regular LDPC ensemble

Related works

m Analysis of random graphs by using coding theoritic approaches
[Fujii-Wadayama2012], [Yano-Wadayama2012], [Fujii-Wadayama2013]

m Analysis of cutsize in random graph bisection [Dembo et al.2015]
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Preliminaries (1: Hypergraph Representation of code)

Hypergraph H = (U, &)
m U :={uy,ug,...,un} : Set of vertices

m &:={ej,e9,...,e,} : Set of nets (hyperedges)

Each net connects to at least 1 vertices.

Hypergraph representation of LDPC code

i-th column = ¢-th net e; Jj-th row = j-th vertex u;
If h; ; =1, j-th net connects to i-th vertex
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Preliminaries (2: Balanced Hypergraph Partitioning)

K-way partition T = {Uy,Us, ... Uy}
WMo#U U, QUnUy=0(fori#j), B) U U=U

A K-way partition is e-balanced if

U]
| < U
Tl < 0+

(Note) If € = 0, then all the parts are same size

v

m Cut set X (Ilx) is the set of vertices connecting to at least 2 parts for
a partition IIx

m Cutsize is the number of elements in X' (Ilx)
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Preliminaries (3: Example of Hypergraph Partitioning)

K =2
ul = {Ul,U4,U5,U6}
Uy = {ua, u3, ur}

Cut set

X (Ilz) = {es, €6, €10, €11, €12}
Cutsize : |X(IIz)| =5
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Condition for Parallel Encodable (1)

(Definition) K parallel encodable by block-diagonalization

For a given H, an LDPC code is K parallel encodable if there exists a pair
of permutation matrices P, Q such that

Hp; (0) Hir
PHQ = (Hp HI) = - s
(0) Hpx Hrx
and Hp; is a non-singular m; x m; matrix for i = 1,2,..., K, where m;

is almost equal size (D, m; = m and max; m; < (1 + €)m/K)

If H is K-parallel encodable, the parity part of codeword
p = (P, P9, ..., Pg) is parallelly solved from

T T T T
Hp1p; = —Hpit, Hprpx = —Hykt

(2 : information part of codeword)
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Condition for Parallel Encodable (2)

[Proposition 1] Necessary condition of K parallel encodable

If an LDPC code defined by H is K parallel encodable by
block-diagonalization, the following condition holds:

m There exists the maximum parallel degree

Kpax :=max{ K |[n—m > min|X(H§?)|
15
m Hence, processing time of encoding algorithm depends on
min, o | X ()]
K
m However, It is difficult to calculate min \X(Hg?)\
K

(since balanced hypergraph partition problem is NP-hard)
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Cutsize distribution (1: Hypergraph ensemble)

Hypergraph ensemble derived from E(n,, ¢)
Define regular LDPC ensemble E(n,~, d)

m n: codelength
m 7: degree of variable node
m J: degree of check node
Convert Tanner graph to Hypergraph

m variable node — net
m check node — vertex
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Cutsize distribution (2: Definition)

(Definition) Cutsize distribution
m Ay (s, mq) : the number of bipartitions s.t. |X (Il2)| = s, [Ui| = my
and |[Us| = ma = m — my for a hypergraph H
m A(s,m1): ensemble average of Ay (s, m)

1
A(s,m1) = Eyepny.6) [An(s,m1)] = a > Auls,m).
’ HEE(n,,0)

m By(s,€) : the number of e-balanced bipartitions with cutsize s for a
hypergraph H
m B(s,€) : ensemble average of By(s,¢)

B(s,€) := EqcB(n,y,6)[Bu(s; €)] Z A(s,mq),
m1EM.

where M, := [m(1 —¢€)/2,m(1 +¢€)/2].

V.
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Cutsize distribution (3: Theorem)

(Theorem 1) Cutsize distribution

For an ensemble E(n,~, ), the cutsize distribution A(s,m1) is given as
follows:

) 5
5——Coef (f(u)",u"™")
(66m1)
x I[s < dmy]l[s < §(m — my)],
f(u) = p(w)*"q(u)' /",
pu):=1+u)?—-1—-u", qu):=1+u".

A(s,my) =

where Coef(f(z),z") is the coefficient of x' in the polynomial f(x)
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Typical Minimum Cutsize (1: Definitions)

(Definition) Growth rate

Define the growth rate g(o, p1) and h(o, €) for the cutsize distributions
A(on,puim) and B(on,¢€) as

.1
g((T, ,ul) = nh_{I;O ﬁ 10g A(O”I’L, .ulm)v

1
h(o,e) = lim —log B(on,e),

n—oo n

Remark

If h(o,€) < 0, then B(on,e€) is exponentially decreasing
If h(o,€) > 0, then B(on,e€) is exponentially increasing
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Typical Minimum Cutsize (2: Definition)

(Definition) Typical minimum cutsize
Define

a*(p1) :=inf{o > 0| g(o, u1) > 0},
B*(€) :=inf{o > 0| h(o,€) > 0}.

We refer the value a*(u1) and S*(e€) as the relative typical minimum
cutsizes for E(n,~, ).

[Proposition2] Necessary condition of 2 parallel encodable

If a code H € E(n,~,d) is 2 parallel encodable by the
block-diagonalization with high probability, the following condition holds:

1-4 2 8(e).
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Typical Minimum Cutsize (3: Growth rate)

[Theorem 2] Growth rate

0—1

9(o, p1) = Ha(0) — y—5—Ha(p1)

+ inf{ologp(u) + (1 - o) logq(u) — prylogu}.
A point u achieving the infimum satisfies
oup'(u)gq(u) + (1 = o)up(u)g'(u) = pyp(u)q(u),

where p/(u) := g—g.

h(o,€) = max g(o, ).
NleMe
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Typical Minimum Cutsize (3: Property of growth rate)

[Proposition 3] Existence of typical minimum cutsize
m For a fixed 1, there exist oy such that g(og, 1) =0
m For a fixed ¢, there exist o( such that h(ogp,e) =0

[Lemma 1] Closed form lower bound

h(o,€) > h(o,0) = g(o,1/2).

g(0,1/2) = Hy(0) + olog(271 — 1) — 755—1 + 1.
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Typical Minimum Cutsize (4: Numerical Example)

0 0.2 0.4 0.6 0.8 1
(0}

Growth rate h(o,0) for hypergraph ensemble derived from (3,0)-regular
LDPC ensemble.
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Condition for Parallel Encodable

(Recall) Necessary condition of 2 parallel encodable

If a code H € E(n,~,d) is K = 2 parallel encodable by the
block-diagonalization with high probability, the following condition holds:

1—%25*(6). (1)

v

Table: The left and right hand sides of (1) for v = 3

o 4 5 6 7 8 9
1—~/d | 0.2500 | 0.4000 | 0.5000 | 0.5714 | 0.6250 | 0.6667
£*(0) 0.2636 | 0.3157 | 0.3545 | 0.3849 | 0.4094 | 0.4297

The ensemble E(n, 3,0) for § > 5 satisfies the necessary condition of
parallel encodable.
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Conclusion and Future Works

Conclusion
m We give a necessary condition for K parallel encodable
m We derive the cutsize distribution for hypergraph ensemble
m We give the growth rate of hypergraph ensemble

m We give the typical minimum cutsize for hypergraph ensemble

Future works
m Consider K > 3

m Irregular LDPC ensemble case
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